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Abstract
Diabetes is a chronic disease that can significantly affect health at the global level, highlighting the importance

of accurate early risk prediction to support prevention and management efforts. This study aims to evaluate the
effectiveness of some efficient machine learning algorithms: Support Vector Machine (SVM), Logistic
Regression (LR), Random Forest (RF), Naive Bayes (NB), and Decision Tree (DT) in diabetes risk prediction
using dataset acquired from Yazd Health Study (YaHS). Extensive preprocessing steps, including data
cleaning, class imbalance handling through Synthetic Minority Oversampling Technique and Edited Nearest
Neighbors (SMOTEENN), and feature selection, are applied to enhance the performance of models. Among
the evaluated machine learning algorithms, the Random Forest classifier achieved the highest performance
with an accuracy of 97%, outperforming other methods in terms of predictive capability. The findings highlight
the vital importance of effective data preprocessing and algorithm selection in developing reliable predictive
models from healthcare datasets.
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Introduction

iabetes is a persistently chronic and

extensive metabolic disorder

characterized by elevated levels of
blood glucose, which can lead to many serious
complications if left untreated. The World
Health Organization reports that diabetes is
becoming highly prevalent globally, and
recently estimated at over 500 million people
worldwide according to the latest WHO
reports (1). Early diagnosis and intervention
are important strategies to prevent or delay
diabetes progression and reduce the likelihood
of related complications, such as
cardiovascular disease, kidney failure, vision
defects, and others.

Certain traditional diagnostic methods,
which depend on biochemical tests and
multiple clinical assessments, can be time-
consuming, costly, or inaccessible to some
populations. The limitations of traditional
diagnostic methods have motivated the
implementation of machine learning (ML)
models in medical settings. These models
analyze and identify meaningful patterns
within high-dimensional complex data and
predict disease risk effectively.

Machine learning methods have significant
potential for predicting diabetes using clinical,
demographic, behavioral, and biochemical
data. Past studies have demonstrated the
potential of many ML algorithms, including
Decision Trees, Support Vector Machines,
Random Forests, and ensemble models, to be
effective in medical classification tasks and to
compete with traditional statistical approaches.

In this paper, we develop a machine
learning-based framework for predicting
diabetes risk using data from the Yazd Health
Study (YaHS), a large-scale population-based
cohort conducted in Iran. This study aims to
explore the potential of various supervised
learning algorithms applied to a diverse and
representative dataset, with the goal of
identifying the most accurate and robust
predictive model. To ensure optimal
performance, we implement systematic data

preprocessing, apply appropriate feature
selection strategies, and conduct
comprehensive  model  evaluation.  The
resulting model may contribute to early
diagnosis efforts and provide healthcare
professionals with a practical tool for real-time
diabetes risk assessment.

The remainder of this paper is structured as
follows: Section 2 reviews related research in
diabetes prediction using machine learning.
Section 3 describes the proposed method,
including the dataset, preprocessing steps, and
the machine learning models. Section 4
presents the experimental results and compares
the performance of the evaluated models.
Finally, Section 5 concludes the study and
outlines directions for future research.

Literature reviews

Machine learning models have been widely
used to address medical problems in recent
years. These methods can quickly and
accurately identify the risk of developing a
disease. This ability of machine learning
models has led to an increase in their use by
healthcare professionals in the medical field.
The risk of developing diabetes is one area
where these models have been employed to
predict its probability, which will be discussed
in the following sections

Alkalifah (2) examined various types of
machine learning regression models to predict
changes in blood glucose using Continuous
Glucose Monitoring (CGM) data. The study
applied several models, including Binary
Decision Tree (BDT), Support Vector
Machine (SVM), Artificial Neural Network
(ANN), Gaussian Process Regression (GPR),
and Boosting Tree Ensembles on a dataset
comprising 14,733 observations of real and
synthetic physiological data: heart rate, body
temperature and blood pressure. In this study,
the BDT achieved the highest accuracy of
92.58%, followed by Boosting Tree
Ensembles at 92.04%, and GPR at 88.59%.
Although the models were regression-based,
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the authors used predicted glucose levels to
classify glycemic conditions (hypoglycemia,
hyperglycemia, and normoglycemia),
concluding that tree-based models were most
effective in this context.

In another study (3), the authors developed
and evaluated a machine learning model to
predict short-term iatrogenic hypoglycemia in
hospitalized patients using a comprehensive
dataset of more than 35,000 inpatient
admissions. The models evaluated in the study
included Random Forest, Logistic Regression,
Naive Bayes, and Gradient Boosting
classifiers. Among them, Random Forest was
determined to be the best-performing
classifier, achieving a remarkable accuracy of
95%. The model demonstrated that it was
well-suited for complex hospital data.

The J48 decision tree model utilized by
Chen (4) was based on the C4.5 algorithm. It
was implemented in a high-risk adult cohort
for diabetes prediction in China. Eight clinical
characteristics, such as body mass index and
glucose levels, have been used to develop a
model that is both interpretable and
computationally  efficient.  The authors
achieved an accuracy of 90.04% in predicting
a diabetes diagnosis, concluding that decision
tree methods, applied to organized clinical
data, are effective. While J48 could provide
many features and decision pathways, it relies
on only one classifier and is limited by the
simplicity of the dataset.

As mentioned earlier, various machine
learning models have been developed in the
field of medicine, especially for diagnosing
diabetes and related diseases; each of them has
advantages and disadvantages. In this study,
we will examine machine learning models that
can assess the risk of developing diabetes
more accurately.

In a recent study, Kumar et al. (2023)
applied several machine learning models-
including K-Nearest Neighbors (KNN),
Support Vector Machine (SVM), Decision
Tree (DT), and Random Forest (RF)-to predict
diabetes using clinical datasets. Their analysis
focused on evaluating these algorithms based

on accuracy and reliability. The results showed
that Random Forest outperformed other
models, demonstrating strong predictive
capability and robustness for diabetes
classification tasks. The study reinforces the
effectiveness of ensemble methods in handling
structured medical data for early disease
detection (5).

Material and methods

In this section, the dataset, data
preprocessing, and  machine  learning
algorithms are presented in detail. An

overview of the steps involved in the proposed
method is also illustrated in Figure 1.

Dataset

The dataset used in this paper is the Yazd
Health Study (YaHS), which is a population-
based cohort of over 9,000 individuals aged 20
to 70 years from the Greater Yazd Area of
Iran. This dataset contains more than 300
features covering a wide range of domains
such as demographics, health history, health
behaviors, food and lifestyle habits, indicators
of mental health, health-related physical
activity, and anthropometric data, among
others.

It also includes laboratory test results and
biological samples (stored in a biobank) that
can be utilized for genetic and biochemical
analysis. Consequently, this dataset represents
a comprehensive collection of data gathered
through diverse methodologies (i.e., structured
interviews, clinical assessments, and follow-
ups) and offers substantial potential for
elucidating non-communicable diseases and
associated risk factors from a Middle Eastern
perspective.

Following initial  preprocessing  steps,
including missing value management and
outlier removal, a focused subset was selected
to better capture diabetes-related factors. This
modified subset consisted of 105 features and
3911 samples, which were initially classified
into diabetic and non-diabetic groups (6).
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Figure 1. An overview of the proposed method

The final dataset used to train the model
consisted of 595 diabetic and 3316 non-
diabetic individuals. The purpose of this
selection was to ensure higher quality and
relevance of the data for predicting diabetes
risk.

As the YaHS dataset includes a wide range
of features, various studies have been
conducted on it. Some of these studies have
focused on heart disease (7), others on thyroid
disorders (8), COVID-19 (9), and other health
conditions. In all these studies, irrelevant
features are discarded, and only relevant ones
are retained.

Data-preprocessing

One of the important steps in working with
machine learning models is data
preprocessing. Properly preprocessed data can
significantly improve the performance of the
models.

The first step of data preprocessing involves
removing unrelated features from the dataset.
In this study, features that were not relevant to
diabetes prediction were eliminated. After that,
missing values in the remaining features were
addressed. Since the YaHS dataset includes
null values, the mean imputation technique
was applied. This method computes the mean
of each column and replaces the null values
with the corresponding mean (10). Since
machine learning models require numerical
input, categorical features in YaHS dataset
were converted into numerical format.

Another important preprocessing step before
applying the machine learning models is
addressing class imbalance. In this study, the
SMOTEENN method is applied for this
purpose. This approach combines the
Synthetic Minority Over-sampling Technique
(SMOTE) and Edited Nearest Neighbors
(ENN) to enhance both the representation of
the minority class and the quality of the
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synthetic samples. SMOTE generates synthetic
examples by interpolating between existing
minority class instances, thereby balancing
class distribution. After generating synthetic
data, ENN is applied to eliminate noise by
removing samples that differ substantially
from their neighbors, especially when the
majority of neighbors do not belong to the
minority class. This combined approach
improves class balance while preserving
meaningful data points, reducing the
likelihood of misclassification and enhancing
the robustness of the model input.

Although using such techniques may
introduce synthetic data, it was deemed
necessary in this study due to the highly
imbalanced nature of the dataset (11).

Feature selection

Given that the aim of this research is to
predict the risk of diabetes in individuals, and
since the YaHS is a high-dimensional dataset,
a feature selection procedure was performed to
highlight the most relevant attributes
influencing the classification task. This
process underwent several iterations and
incorporated expert knowledge, statistical
feature selection methods, and correlation
analysis.

To begin the feature selection process,
missing values were imputed using mean
imputation, and irrelevant variables not

associated with diabetes prediction were
removed. Following this, the SelectKBest
method with a Chi-squared scoring function
was applied to evaluate the statistical
dependency between each input feature and
the output class (i.e., diabetes status). The Chi-
squared test was chosen because it is well-
suited for categorical classification tasks and
provides a measure of how strongly each
independent feature is associated with the
target variable. This enables ranking features
based on their relevance. Features with a Chi-
squared score greater than 50 were retained for
further analysis, Features with a chi-square
score below this value had little or no impact
on model performance and were often weakly
associated with diabetes risk. Therefore, only
features scoring above 50 were retained for
further analysis. Figure 2 shows some of these
features.

To further optimize the feature selection and
avoid redundancy, a correlation matrix was
computed among the remaining features. A
correlation threshold was applied to eliminate
highly correlated features, ensuring that only
one representative feature was retained from
each correlated group. This step helps to
ensure that the selected features are both
informative and relatively independent,
thereby reducing the risk of multicollinearity
and enhancing model's generalizability (Figure
2).

Top 15 Features by Random Forest Importance

test81
test86
test82
test85

FSG
test84
test87

testl

Feature

test215
test89
test88
test71

test72

testo0

Height

i T T
0.00 0.05 0.10

T T T
0.15 0.20 0.25
Importance

Figure 2. Top 15 features by random forest importance
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The most relevant features (30 in total) were
primarily anthropometric and biochemical
factors, such as Fasting Serum Glucose (FSG),
Weight, Height and Triglycerides (TG).
However, several clinically derived variables
from structured assessments also showed a
strong association with diabetes outcomes.

Model evaluation via k-fold cross-
validation

K-fold cross-validation is a widely used
technique for splitting data into training and
testing sets. In this approach, the dataset is
partitioned into k equal-sized subsets (folds).
During each iteration, k- 1 folds are used for
training, and the remaining fold is used for
testing the machine learning algorithm. This
process is repeated k times, with each fold
used exactly once as the test set. The final
model performance is computed by averaging
the evaluation metrics obtained from each
fold. In this study, 10-fold cross-validation
was employed to assess the performance of the
machine learning models (12).

Machine learning models

In this research, five supervised machine
learning algorithms were utilized to classify
individuals as being at risk for diabetes or not,
based on multiple clinical and physiological
features. The primary objective for using
various supervised algorithms was to compare
their performance and identify the most
accurate and generalizable model for diabetes
prediction.

The selected models belong to different
algorithmic families, including linear models,
probabilistic classifiers (mostly generative and
variational methods), tree-based algorithms,
and instance-based learners. Because the
model families are diverse, this enables
performance comparisons under different
learning assumptions and decision boundaries.
Each algorithm is briefly described below.
More complex models such as XGBoost,
AdaBoost, and deep neural networks were not
included in this study due to considerations
related to interpretability, computational

constraints, and the primary focus on
evaluating the performance of more classical
and widely used machine learning algorithms
in clinical prediction tasks.

Logistic ~ Regression  (LR):  Logistic
regression is a popular linear model for binary
classification that represents the probability of
a class using a logistic function. It assumes a
linear relationship between the input features
and the log-odds of the target class. Logistic
regression is fast, interpretable, and serves as a
strong baseline for classification tasks (13).

Decision Tree Classifier (DT): Decision
trees are non-parametric models that
recursively partition the feature space into
cells and maximize information gain by
creating thresholds based on the feature space.
Decision trees can capture non-linear
relationships and can be visualized to show the
logical decision rules (14).

Random Forest Classifier (RF): Random
forests are an ensemble (i.e., bagging) of
decision trees created during the training stage
and will output the class that is the mode of
'votes' from the set of predictions for the
individual trees. Random forests reduce the
effects of overfitting and improve accuracy
through averaging, and they also work very
well for structured data, like tabular data (15).

Support Vector Machine (SVM): SVMs are
powerful classifiers and find the hyperplane
that best separates the two classes while
maximizing the margin. A linear kernel was
selected for the SVM model to minimize
computation time while taking advantage of
the linear Kkernel's robustness in high
dimensional feature spaces. SVMs generally
have good generalization performance (16).

Gaussian  Naive Bayes (GNB): A
probabilistic classification model based on
Bayes’ theorem under the assumption that the
features of a sample are independent of each
other and that feature values are normally
distributed. Given the assumptions of
independence and normality, Naive Bayes
may not be able to fit complex boundaries on
the data; however, Naive Bayes often produces
results that are not much worse than more
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advanced models, particularly with small
datasets (17).

The algorithms were fitted on the
preprocessed training dataset, then the held-
out/unseen test dataset was evaluated on the
classifier models. Implementing multiple
learning  algorithms  allowed for a
comprehensive  performance  comparison,
which ultimately revealed that the Random
Forest model was the most accurate and well-
balanced classifier for the specifics of the
dataset.

Ethical considerations

This study uses a dataset that contains
sensitive health information, which was
handled in accordance with ethical guidelines
to protect participants' privacy. Applying
machine learning in healthcare raises ethical
concerns such as bias, fairness, and the
responsible use of medical data. Care was
taken to minimize bias, and the model is
intended to support, not replace, clinical
judgment.

Results
Experimental results

This section presents the performance
evaluation of five supervised machine learning
algorithms-Random Forest, Decision Tree,
Support Vector Machine, Gaussian Naive
Bayes, and Logistic  Regression—for
predicting diabetes risk using features
extracted from the Yazd Health Study (YaHS)
dataset.

To assess the classification effectiveness of
each model, four key performance metrics
were used: accuracy, precision, recall, and F1-
score. These metrics offer a comprehensive
assessment of the model's performance,
particularly under conditions of class
imbalance. To enhance the robustness of the
evaluation, standard deviations (SD) are
reported alongside the performance metrics,

minimizing false negatives is of paramount
importance in the context of diabetes
detection, which underscores the relevance
and appropriateness of the selected evaluation
metrics.

The implementation of multiple learning
algorithms enabled a thorough comparative
analysis, which revealed that the Random
Forest classifier consistently outperformed
other models across all evaluation metrics. As
shown in Table 1, the Random Forest achieved
an overall accuracy of 97.45%, precision of
95.12%, recall of 97.38%, and an F1-score of
96.11%. These results highlight the Random
Forest model's strong generalizability and
robustness in distinguishing between diabetic

and non-diabetic individuals. Given its
balanced performance, this model is
particularly  well-suited for clinical

applications where it is crucial to reduce both
false positives and false negatives.

Other models such as the Decision Tree
classifier also demonstrated solid performance,
with an accuracy of 93.96%. However, its
slightly  lower precision and F1-score,
compared to Random Forest, can be attributed
to the model’s tendency toward overfitting,
especially when hyperparameters are not
regularized.

In contrast, the Support Vector Machine
model showed fewer promising results,
particularly due to a higher number of false
negatives. This makes it a less ideal candidate
for clinical settings where missing a diabetic
case could have serious consequences.

Gaussian Naive Bayes and Logistic
Regression yielded comparable results, both
achieving F1-scores above 83%. These
models, while simpler and faster to train, may
be more suitable for scenarios where
interpretability and computational efficiency
are prioritized over predictive performance
(Table 1).

As illustrated in Figure 3, the confusion

A i . matrices for all models reinforce the
thereby providing insights into the consistency .
- . quantitative results.
and stability of the model across multiple runs.
Furthermore, from a clinical standpoint,
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Table 1. Comparison the Machine Learning models' performance

Model Accuracy (%)+SD  Precision (%)+SD  Recall (%)+SD  F1-Score (%)+SD
Random forest 97.45 (£0.004) 95.12 (£0.01) 97.38 (£0.01) 96.11 (+£0.007)
Decision tree 93.96 (+£0.006) 89.48 (+£0.015) 94.08 (£0.011) 91.95 (£0.012)
Support vector machine 76.36 (£0.009) 95.65 (x0.009) 34.90 (+0.024) 51.15 (£0.018)
Naive Bayes 88.62 (+0.008) 84.36 (+0.029) 83.25 (£0.015) 83.69 (£0.013)
Logistic regression 89.87 (£0.013) 87.17 (x0.017) 83.84 (+0.018) 85.36 (x0.012)

[ Downloaded from ijdo.ssu.ac.ir on 2026-02-07 ]

Decision Tree (10-Fold CV)

Logistic Regression (10-Fold CV)

5000 5000
0 2924 560
4000 4000
T T
=} 2
K] =
Y I 3000 v | 3000
= £
I 2000 | 2000
1 416
| 1000
I 1000
L . L
0
Predicted label Predicted label
Neive Bayes (10-Fold CV) Support Vector Machine (10-Fold CV)
6000
5000
5000
0 2890 594 0+ 1222 2236
4000 4000
T o
8 2
g L 3000 S r 3000
= =
+ 2000
1 530 2000 1 E
F 1000
I 1000
i L]

Predicted label Predicted label

Random Forest (10-Fold CV)

6000

5000

4000

r 3000

True label

r 2000

r 1000

= L]
0 1
Predicted label

Figure 3. Confusion matrix of the machine learning models

The Random Forest classifier achieved a balanced distribution of true positives and true
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negatives, while SVM showed imbalance due
to the relatively high number of false
negatives.

Figure 4, presents a comparison of the
machine learning models for diabetes risk
prediction using the Receiver Operating
Characteristic  (ROC) curves and their
corresponding Area Under the Curve (AUC)
values. The ROC curve is a diagnostic tool
that visualizes the performance of binary
classification models by illustrating the trade-
off between the True Positive Rate and the
False Positive Rate across varying decision
thresholds. The AUC provides a scalar
summary of the ROC curve, with values
ranging from 0 to 1, where higher AUC values
reflect greater model sensitivity and lower
false positive rates, indicating a more effective
classifier. Among the evaluated models, the
Random Forest algorithm attained the highest
AUC score, suggesting superior performance
in predicting diabetes risk relative to the other
machine learning approaches examined.

Discussion

This research presented and evaluated a
machine learning-based framework using data
from the Yazd Health Study (YaHS) to predict

individuals' risk of developing diabetes. A
comprehensive data preprocessing pipeline
was applied, including the elimination of
irrelevant features, imputation of missing
values, statistical feature selection using the
Chi-squared test, and dataset balancing
through the SMOTENN technique. These
steps ensured that the models were trained on
a clean, informative, and well-distributed
dataset.

Five  supervised
algorithms-Logistic  Regression,  Decision
Tree, Random Forest, Support Vector
Machine, and Gaussian Naive Bayes-were
implemented and their results were compared.
Among them, the Random Forest classifier
demonstrated superior performance across all
evaluation metrics, achieving an overall
accuracy of 97.45%, along with the highest
precision, recall, and F1-score, indicating its
robustness and generalizability for diabetes
prediction on YaHS dataset.

The results highlight the effectiveness of
ensemble learning methods, particularly
Random Forests, when applied to complex and
high-dimensional medical datasets.

The proposed framework demonstrates
strong potential for early risk prediction and
preventive intervention by identifying key

machine learning
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Figure 4. The comparison of machine learning models using ROC curves
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clinical, anthropometric, and biochemical
indicators associated with diabetes onset.

Conclusions

Among the evaluated machine learning
algorithms, the Random Forest classifier
achieved the highest performance with an
accuracy of 97%, outperforming other
methods in terms of predictive capability.
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